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Introducción 

El presente proyecto tiene como propósito el desarrollo de un vehículo guiado 

autónomo (AGV, por sus siglas en inglés) capaz de desplazarse de manera 

autónoma siguiendo una ruta predefinida mediante sensores de línea, e integrar 

además un sistema de visión por computadora para la detección de marcadores 

ArUco. 

El objetivo principal de este trabajo es combinar principios de mecatrónica, control 

y visión artificial, aplicando herramientas de diseño CAD, programación embebida y 

procesamiento de imágenes en un mismo sistema funcional. 

El proyecto se concibe como una plataforma de prueba para futuras 

implementaciones de navegación inteligente, localización visual y comunicación 

entre sistemas. En una primera etapa, se enfocó en el diseño y construcción del 

robot AGV, asegurando su movilidad y estabilidad. Posteriormente, se desarrolló el 

código de control para permitir el seguimiento de trayectorias mediante sensores 

infrarrojos, logrando un desplazamiento autónomo. 

Finalmente, se integró un módulo de detección visual basado en la librería OpenCV 

de Python, encargado de identificar marcadores ArUco en el entorno. Esto permite 

que el AGV pueda reconocer puntos de referencia o zonas específicas, ampliando 

sus capacidades hacia la navegación guiada por visión, un paso importante dentro 

del campo de la robótica móvil inteligente. 

 

  



Metodología: 

1. Diseño CAD 

Se elaboró un modelo tridimensional del robot AGV utilizando el software Autodesk 

Fusion 360. Este diseño permitió definir las dimensiones generales del vehículo, 

así como la disposición óptima de cada componente. Durante esta etapa se 

consideraron factores como la estabilidad del robot, el peso de los elementos, el 

centro de gravedad y el espacio necesario para integrar los motores, sensores, 

controladores y baterías. El diseño CAD sirvió también como base para la 

fabricación de las piezas estructurales y para anticipar posibles interferencias 

entre componentes. 

2. Ensamble 

Con el modelo CAD como referencia, se procedió al ensamblaje físico del robot 

AGV. Se montaron los motores de tracción, ruedas, chasis, baterías y la placa 

controladora, asegurando conexiones mecánicas firmes y una adecuada 

distribución del peso. En esta fase se realizaron pruebas iniciales de alimentación 

eléctrica y verificación de polaridad en los motores, además de comprobar la 

correcta instalación de los sensores y el sistema de control principal. 

3. Programación 

Una vez completado el ensamble, se desarrolló el código de control encargado de 

gestionar el movimiento del robot. Este programa permitió al AGV seguir una 

trayectoria marcada mediante el uso de sensores infrarrojos que detectan una 

línea guía en el suelo. El código fue implementado en el microcontrolador 

principal, integrando rutinas de lectura de sensores, control de motores, y toma de 

decisiones para la navegación autónoma. También se añadieron funciones de 

seguridad y control básico de velocidad. 

  



4. Pruebas y calibraciones 

Con el sistema programado, se inició la fase de pruebas y calibraciones. Durante 

esta etapa se ajustaron los umbrales de detección de los sensores infrarrojos, las 

ganancias de control y los parámetros de velocidad del AGV, con el fin de lograr un 

desplazamiento estable y preciso sobre la trayectoria. Asimismo, se realizaron 

pruebas repetitivas en diferentes condiciones de iluminación y superficie para 

asegurar un comportamiento robusto del sistema de navegación. 

5. Detector de ArUcos 

Finalmente, una vez que el AGV fue capaz de desplazarse de manera autónoma, 

se integró un sistema de visión por computadora mediante un código en Python 

que utiliza la librería OpenCV para la detección de marcadores ArUco. Este 

módulo permite al robot identificar marcadores visuales y, potencialmente, 

reconocer posiciones o zonas específicas dentro de su entorno, ampliando sus 

capacidades de localización y navegación. 

  



Códigos: 

Código para seguir las líneas en el piso: 

 

 

  



 

 

  



 

  



Código para detectar ArUcos 

 

 

  



Resultados: 

 

 

  



 

 

  



 

 

  



Conclusiones: 

El desarrollo del presente proyecto permitió integrar distintas áreas de la ingeniería 

mecatrónica, como el diseño mecánico, la electrónica de control y la visión por 

computadora, en un sistema funcional de navegación autónoma. A través del diseño 

CAD se logró planificar la estructura del robot AGV de manera eficiente, asegurando 

la correcta distribución de los componentes y un ensamblaje estable. 

La etapa de programación y calibración resultó fundamental para conseguir que el 

robot siguiera correctamente la trayectoria marcada por los sensores infrarrojos, 

demostrando la importancia de los ajustes en los parámetros de control y lectura de 

sensores para garantizar un movimiento preciso y estable. 

Por otro lado, la implementación del detector de marcadores ArUco en Python 

mediante la librería OpenCV aportó una nueva dimensión al proyecto, al incorporar 

la capacidad de reconocimiento visual. Este módulo permite al AGV identificar 

referencias en su entorno, lo que sienta las bases para futuras mejoras orientadas 

a la navegación visual, posicionamiento y toma de decisiones autónomas. 

En conclusión, el proyecto cumplió con los objetivos planteados al lograr la 

construcción y funcionamiento de un AGV capaz de desplazarse de forma autónoma 

y detectar marcadores visuales. Asimismo, representa una plataforma sólida para el 

desarrollo de aplicaciones más avanzadas de robótica móvil e inteligencia artificial 

aplicada a la visión computacional. 

 


