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Introduccion

El presente proyecto tiene como proposito el desarrollo de un vehiculo guiado
auténomo (AGV, por sus siglas en inglés) capaz de desplazarse de manera
auténoma siguiendo una ruta predefinida mediante sensores de linea, e integrar
ademas un sistema de vision por computadora para la deteccion de marcadores
ArUco.

El objetivo principal de este trabajo es combinar principios de mecatronica, control
y vision artificial, aplicando herramientas de diseno CAD, programacion embebida y

procesamiento de imagenes en un mismo sistema funcional.

El proyecto se concibe como una plataforma de prueba para futuras
implementaciones de navegacion inteligente, localizacion visual y comunicacion
entre sistemas. En una primera etapa, se enfocd en el disefio y construcciéon del
robot AGV, asegurando su movilidad y estabilidad. Posteriormente, se desarroll6 el
codigo de control para permitir el seguimiento de trayectorias mediante sensores

infrarrojos, logrando un desplazamiento auténomo.

Finalmente, se integré un modulo de deteccion visual basado en la libreria OpenCV
de Python, encargado de identificar marcadores ArUco en el entorno. Esto permite
que el AGV pueda reconocer puntos de referencia o zonas especificas, ampliando
sus capacidades hacia la navegacion guiada por vision, un paso importante dentro

del campo de la robética mévil inteligente.



Metodologia:

1. Diseno CAD

Se elabord un modelo tridimensional del robot AGV utilizando el software Autodesk
Fusion 360. Este disefio permitié definir las dimensiones generales del vehiculo,
asi como la disposicién 6ptima de cada componente. Durante esta etapa se
consideraron factores como la estabilidad del robot, el peso de los elementos, el
centro de gravedad y el espacio necesario para integrar los motores, sensores,
controladores y baterias. El disefio CAD sirvié también como base para la
fabricacion de las piezas estructurales y para anticipar posibles interferencias

entre componentes.
2. Ensamble

Con el modelo CAD como referencia, se procedié al ensamblaje fisico del robot
AGV. Se montaron los motores de traccion, ruedas, chasis, baterias y la placa
controladora, asegurando conexiones mecanicas firmes y una adecuada
distribucion del peso. En esta fase se realizaron pruebas iniciales de alimentacién
eléctrica y verificacion de polaridad en los motores, ademas de comprobar la

correcta instalacion de los sensores y el sistema de control principal.
3. Programacién

Una vez completado el ensamble, se desarroll el codigo de control encargado de
gestionar el movimiento del robot. Este programa permitio al AGV seguir una
trayectoria marcada mediante el uso de sensores infrarrojos que detectan una
linea guia en el suelo. El cédigo fue implementado en el microcontrolador
principal, integrando rutinas de lectura de sensores, control de motores, y toma de
decisiones para la navegacién autbnoma. También se anadieron funciones de

seguridad y control basico de velocidad.



4. Pruebas y calibraciones

Con el sistema programado, se inicio la fase de pruebas y calibraciones. Durante
esta etapa se ajustaron los umbrales de deteccion de los sensores infrarrojos, las
ganancias de control y los parametros de velocidad del AGV, con el fin de lograr un
desplazamiento estable y preciso sobre la trayectoria. Asimismo, se realizaron
pruebas repetitivas en diferentes condiciones de iluminacion y superficie para

asegurar un comportamiento robusto del sistema de navegacion.
5. Detector de ArUcos

Finalmente, una vez que el AGV fue capaz de desplazarse de manera autonoma,
se integrd un sistema de vision por computadora mediante un cédigo en Python
que utiliza la libreria OpenCV para la detecciéon de marcadores ArUco. Este
modulo permite al robot identificar marcadores visuales y, potencialmente,
reconocer posiciones o zonas especificas dentro de su entorno, ampliando sus

capacidades de localizacion y navegacion.



Cédigos:
Cddigo para seguir las lineas en el piso:

vall=7ee;
val2=7ee;
val3=7ee;
val4=70ee;
vals=7ee;

M1A
M2A

M1B =
M2B

sl
s2
s3
s4
s5

setup() {

pinMode (11, OUTPUT);
Mode (12, OUTPUT);

i
pinp
pinMode (13, OUTPUT);
pinMode (14, OUTPUT);
pinMode (15, QUTPUT);

pinMode (M1A, OUTPUT);
pinMode (M2A, OUTPUT);
pinMode (M1B, OUTPUT);

pinMode (M2B, OUTPUT);

pinMode (s1, INPUT);|
pinMode (s2, INPUT);
pinMode (s3, INPUT);
pinMode (s4, INPUT);
pinMode (s5, INPUT);
Serial.begin (960@);

loop() {
vsl = analogRead(sl);

vs2 = analogRead(s2);
vs3 = analogRead(s3);
vs4 = analogRead(s4);
vs5 = analogRead(s5);




vall &8 vs2

val2 && vs ald && vs5 >

& vs3 >= »>= vald B& vsS

(15,HIGH) ;

vall && vs2 >= val2 && vs3 val3 && vsd vald && vs5

3 && vs2

11,HIGH) ;

13,HIGH) ;
(14, HIGH) ;
ite(15,HIGH);

vals){




adelante() {
analogWrite (M1A, LOW);
digitalWrite (M2A, 90);
analogWrite (M1B, 98);
digitalWrite (M2B,LOW );

parar() {
digitalWrite (M1A, LOW);
digitalWrite (M2A, LOW);
digitalWrite (M1B, LOW);
digitalWrite (M2B, LOW);

izquierda() {
analogWrite (M1A, LOW);
digitalWrite (M2A, 90);
analogWrite (M1B, 70);
digitalWrite (M2B, LOW);

izquierda_2() {
analogWrite (M1A, LOW);
digitalWrite (M2A, 90);
analogWrite (M1B, LOW);
digitalWrite (M2B, LOW);

derecha() {
digitalWrite (M1A,
digitalWrite (M2A,
digitalwrite (M1B,
digitalWrite (M2B,

derecha_2() {
digitalWrite (M1A,
digitalWrite (M2A,
digitalWrite (M1B,
digitalWrite (M2B,




Cdédigo para detectar ArUcos

2(@)

aruco_dict uco.getPredefinedDictionary(c .DICT_4x4_50)
parameters p. co.D: to ()

detector r = or(aruco_dict, parameters)

print("Pr

frame = cap.read()
t ret:

corners, ids, rejected = detector.detectMarkers(frame)

ruco.drawDetectedMarkers(frame, corners, ids)
i len(ids)):

corners[i][e]

= int(c[:, ©].mean()),

C ids[i][e , (x - 20, y - 10),
ERSHEY_SIMPLEX, @.6, (@, 255, @), 2)

cv2.putText(frame, "Sin ma je
2.FONT_HERSHEY_SIMPLEX, ©.7,

cv2.imshow("D r co”, frame)

>.waitKey(1) & ©xFF == ord('q'):

cap.release()
2.destroyAllWindows()




Resultados:







|87 DetecciA®n ArUco — O X

|87 DetecciA®n ArUco - = X




Conclusiones:

El desarrollo del presente proyecto permitio integrar distintas areas de la ingenieria
mecatronica, como el diseio mecanico, la electronica de control y la visidon por
computadora, en un sistema funcional de navegacion autbnoma. A través del disefio
CAD se logré planificar la estructura del robot AGV de manera eficiente, asegurando

la correcta distribucién de los componentes y un ensamblaje estable.

La etapa de programacion y calibracion resulté fundamental para conseguir que el
robot siguiera correctamente la trayectoria marcada por los sensores infrarrojos,
demostrando la importancia de los ajustes en los parametros de control y lectura de

sensores para garantizar un movimiento preciso y estable.

Por otro lado, la implementacion del detector de marcadores ArUco en Python
mediante la libreria OpenCV aporté una nueva dimension al proyecto, al incorporar
la capacidad de reconocimiento visual. Este moédulo permite al AGV identificar
referencias en su entorno, lo que sienta las bases para futuras mejoras orientadas

a la navegacion visual, posicionamiento y toma de decisiones autbnomas.

En conclusion, el proyecto cumplid con los objetivos planteados al lograr la
construccion y funcionamiento de un AGV capaz de desplazarse de forma autonoma
y detectar marcadores visuales. Asimismo, representa una plataforma solida para el
desarrollo de aplicaciones mas avanzadas de robdtica mévil e inteligencia artificial

aplicada a la vision computacional.



